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Introduction

The purpose of this memoir is to treat In the utmost general-
ity the most obvious queuweinsg problems concerning a bundle of s fully
available telephone trunks (or = system of 5 equally accessible counters)
where calls (or customers) are treated according to the rule "first come,
first served".

Although being concerned with probability problems, we don't
borrow from probability calculus anything but the very notions of proba-
bility, of dependent ~- independent c¢chance variables and of distribution
functions (d. f£.) of one or several variables. As our methods are exclu-
sively analytical ones we employ videly the elementary parts of the theory
of analytical functions of one complex variable.

In general we meke the following assumptions:

For all holding times T, and interarrival intervals (of success-

ive calls) Y, (n=0,1,2,...) the probabilities

Prob (To <2) =4 (1) Fros (Yo <) = foln)



are arbitrerily given distribution functions, the only restrictive

hypothesis being the condition

E(T) =j.”j, df(t) < eo.

As initial condition we suppose that from the instant of
generation of a given cal.. (which is denoted as call 'O" ) on,
there elapse respectively 2, 7O , Tt i;.% o

wnits of time, before all 5 trunks are free from previously generat-
ed calls.

Then one of our basic results runs a5 follows. let T,

be the vaiting time of *he n theall, g ( R(§) >0)

a complex parameter and fy (lql <l) a complex
variable. The generating function of the mathematical expectations
Eet™ 1. e.

33,9 =2, 4 ™

is given by the following expression:
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vhere the functions \{ are given by the system of s linear simmltane-

ous integral equations i N
eu (r) - | ! -ng)e
(2) [-qae]V, (0% — 25 S P P [.-( - L) ety

'V'A-H (/’n“';%; 5; "1) - JT& (" .ﬁ ¥ " S) VM' (9’)".'7“:’. ‘iqv’gdr

=Sx07§—7_ <R=0,I)---,4-I)

and the equation

> 2 Vilnaomsy) =0
ATe ) '-,X"'
~
Here . -;’l has to be extendcd over all ( ':) combinations of the
8 indices /, ‘-, A, E(y) ana &(y) are respectively de-
fined by
" a2
ey =f Meh() (i R <0)
3
vhile

Sro = o A%0



The functions V1<’h;"'2%3 "t) are analytic for

R(“p) >0

R.(’&m)>o
R(ny) >0

and symmetric in fy,ye¢, My, . In all integral formulae similar to

(1) these functions appear  only in the form

V(a0 s é,'w).

The system of integral equations (2), (3) can be solved by
a finite number of steps in the following tvo cases:
1.° For £,(y) retional, 1. e., vhen the d. £. £(2) 'is of the
form

f(t) =1~ AL, C-"t (R(.«,) >o)’

where P,(1) 1s & polynomial in ¢, fi(2) (end theretore £.(q) )

being an ardbitrery function.



2.0 For Ely) of the form Fu(e®™) 1. e. when F(2) 1sa
lattice function with distance %, €a(}) veing rational.

As is known by the theorem of Paul Levy, which in the present
case, owing to the fact that Tw 30,can be written in a simpler form,
the d.f. g (#) =Rub (< £) can be derived from E et
by the formula NS

2/ - §>0),
9,.,(‘t) =~{b:— I;:; g Cr Ee ’q‘% (t>0) )

(4) Ve S

More generally generating functions like

i m~ £ “§% = Tnon’
e
m,m’' =0 L
= ' . SPLIETY WL AUV S
~o™ ™ Ee ! )
2.y
m,m’m=p

(r(y)>0, Rlg)>0, R(4")>0)

are always given by formulae of the form (1), (2), (3); only the right
sides of the integral equations (2) are in every particular case to be
modified according to the problem treated.

It 2,60 0 X €0 , that is, if at the instant of generu-
tion of call “0"mt.nmksm\moccupud, all terms on the right side
of (1), save V,(0), disappear, 5o that then this formuls tekes
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the simpler form @ (‘},7) = V,(0),
While all reasoning on this membir is conceived in such a way as is re-
quired for treating the many server problem a2l N our
formulae are valid also for s =1.

The methods employed here apply also to all probability prob-
lems arising for a fully available bundle of trunks without waiting de-
vice, i. e., to the calculation of various loss-of-calls probabilities.

CHAPTEF. I. Construction of the Laplace-Stieltjes transforms
of different distribution functions of waiting times.

In order to calculate the methematical expectation £ @ #™
vhich, by the help of (&) , yields the d.f. f,lt) we proceed as fol-
lowvs. Let X... (m= 0,',---) be the instants of generation of our calls,

so that X,,\... - XM = Y (""04')"') and

Xm+tlm, T, Xo + Zma

be the last s ends of conversations asked for before time Xm
(and consequently having indices < m), taken in an arbitrery order.
As there are s trunks, the waiting time T, Of the n th call vill be
m(&,---,tn) , if this number is > O , and zero in the
opposite case. Writing

a*:mwf-(“)o)



we have therefore

(5) T, = mu'm* (jmv’)

ol g, s

We now use the formula

o (( Eam
( R} > o) '

where the integration paths (', (s are parallels to the imagi-
nary axis, situated to the right of this axis, and traversed from be-
low to above.

This formula shall be proven by induction. Supposing its
validity for s - 1, we shall show that it is also valid for s ; as it
is valid for s=l, it is true for all s.

For s = 1, (5) runs as follows:

in+d
et =1-7=1 e“’-;—*';— -473’— (>0 R(5)29).
i 4§

The integretion path shall be shifted, while remaining parallel to it-
self, indefinitely towards the right for @ €0 , and towards the left
for @ >0 . Thus, we see that for A€ 0 this integral is sero, bt
for @>0 it is equal to the sum of residues in =0 and Y= ~§ ,
that 18 to I=€ " , and this proves (5) for s = 1.

For 4>/ , we can admit that @, 3 Q,, %y, """, %ueye



As multifold integrals of this type are absolutely convergent, which
is shown in supplement I, we can treat (5) as an  iterated integral.

Proceeding in the same manner as previously, we find that

iwt§ 2 (2. <0)
! “*”‘_.%_ L -4 ($10+9)

2wi .[ € §+529 % - @>9) .
" +Zy 3429

Thus for Q,=0 formia (5) is evidently right. For
the contribution of the second term to the ru}xt to the remmining
(s - 1) fold integral 18 O because in eﬂ“""‘)"’ all exponents
Qy—- @, are by hypothesis € O , vhile in virtue of the first
term m the remaining (6-/) fold integral has the same
form, with(s-/) instead of s, as the integral (5). Thus, becsuse
for @,>0 , mint (4, o, a,.,) = min? (a, -, a,) ,
we have transformed (5) into the analogous formula for & =/
vhich is true by hypothesis. Therefore, (5) is proven for all 43/,

In virtue of (5), we get

J’Z«*m"l' g 4 dy
$t£9> HPe

(6a)
et =1- (-m)*j




“$%
This formmule shows in an evident manner that € 4 is a symmetric func-
tion of the fm.; .

We want to caloulate £ e F™ = E(e?*|2,),

The waiting time Zn is a definite function of the chance variables
T, , Ta-y (holding times) and Yo, Yaur (interarrival intervals
between successive calls) and of the given paremeters 2,, ‘", 2, ”
vhich describe the initial conditions at the instant of gemerstion X,
of call 0". Therefore, replacing in all integral formlae 7 and Y,
by the corresponding small letters, we have

(n E(™I4,) = S‘dﬁlt)rdﬁ(yo)-“ riﬂ(t.,)fd};[’_‘) R o

vhere @ F% mist e expressed by the f..; according to (6a)
It is easily seen that the quantities .&, are equal, save
for their order, to the quantities

03 4 - . @ - XY j
(8),’.';‘:;'4-50 *Zﬂ Ve ) m‘ 4-:,9 Ym-: 9 ’;?;::‘ LA/ A

-%-

o) ., (o= Py
I . < I3 " < M ‘ v e .< /'”‘v ’ [ 4
, .9")‘

As the nuabers 4;.,’., , vhich are relative to the calls of
indices <M=/, depend only on the chance variables 7;,".,"',1-:,‘-&,

but not on 7;.-: and Yu-o,vchnn
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o0 0 ey
(9) E—(e"t’"li,,.,),) =_§a{(ﬁ..,)£dﬂly,.,)e ? ,

-3%,
where € ¥ is given by (6). Ue substitute for the i,,...; the expres-

sions(8), wnich shows that (9) is a symmetric function of the .i,.,,,,,
and can then perform the integrations indicated in (9) under the in-
tegrel signs by replacing factors of the form e‘t‘"’ or e®7?

respectively by oo

10y  &(3) '-'-’S“e‘t"atﬁ(t) el Gly) ={ e¥¥ahily)

After these operations we represent (9) as a sum of Fourier
integrals in the resl variables Zp., , vhich is done by virtue of
different transformations explained in supplement III. In the same
manner we can calculate the conditional mathemstical expectation

EE"{4.,,) =§ 460t [t E (€7 1)

and represent it as a sum of Fourier integrals in the variables 4.5,.



Repeating this process (m=-2) times, we get finally for &£ (e" r.., tw)
vhich is the Sileltjes-Laplace transform, under the given initial
conditions Z,, of gm(t) = Pub (T < %) an expression of the fol-
lowing form

40040 ,'j.’ 3—
E(e?™4y) = %, +'"'f,,.:$,§"fe )% (03
+ (ani); (a,:): S(Za Z‘ F%*.v%t'&)‘ﬁa(»ﬁ;’vﬁ)% .
(1) + e
inte WM ds,
] ,i yole? o (A 5f .
4(3—‘75--{3 DY o7 .7’)-;7;% ’
it =iie
im0
ms signifies chat the path of integretion is parellsl to,
40 '

and situnted at the right of, the imaginary axis of the complex plane.
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The functions U, are defined by the initial conditions and

the recurrence formulae
('A.-O, 1, “'l) P}

—E
Uy (i) T a0 g

£(r)-)
f“lx(g') PELY )'— &l- 3) (7" hi9) + JWA_A:L(!-L
(12) (‘;+ZQ,9+$) E’ 299) AR 3)"’\« ) )'h;x"})
- se- 20y oSyt ] 4}
(A= 0,-,8%1 5 4=64,3 ),
ast A e .“)
(')., A= =2, Z %09, i) (o037 ),
A®O .: o'\Il

Posing vl(Qv,"')%i’) = 2: * ("'1 :%”?) (A'u l“)

v
multiplying (11) by 7% , and the last two formulas respectively
)
vy o}
the introduction. These formilae reduce the calculation of fm! )

and l,’ and swming, we obtain the formulae contained in

essentially to the resolution of the system of equations (2), (3),
and this problem is treated in chapters IV and V. In a manner anal-
ogous to (4), the composite probabilities

Fmn (¢, t'|2,) = Pt 6‘"“9 [ "tl'iﬂ)

can be expressed by means of the mathematical expectations
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(13) F (e % | 255) = ¥ E( 5w 14,,) la‘.v]

Replacing in (11) ¢, Z,9 and m respectively by 7'} Z,, and m.;

we have iat 0

’ -t & L))y (li , .ﬁ'_
E(eY5 |45) = % ¥ 2mi S(& ™M) mbin)

-tob$d
og0 W d0 04” B ' .ot .
o +(;'f5;§ fe‘ ” % »M’-r)?j:%; :

tase  ~iwd?

In accordance with (13), we must now multiply this expres-
sion by e-’t“ (eq. (6a)) which is also a Fourier integral in the
same variables i,',.-p and represent this product as a sum of Fourier
integrals in the 4y . This can be done by means of formula (3.25)
of suppl. III. Next we have to carry out the operation
E ( |i,,)(see(7) ) vhich yields an expression of the form (11)
with recurrence formulae of the form (12), the only difference being
that the initially given V,, are replaced by other expressions.

Likevise the generating function

2. oy~ EC 1 e | 4,)

mso, a'so



1k

is given by a sum of integrals of the form (1), with inte grands Vl
satisfying (3)’ and a system of integral equations of the form (2),
although with different right sides.

By the same method more general composite probabilities
such as Prot- (‘R< 20 AL I ARV " | t”’)
can also be reduced to the resolution of a system of integral
equations of the form (2), (3).

Chapter II. Construction of the generating functions
of different probebilities.
Denoting byme probability that, at the instant of generation
of the (m+a)th call, exactly a calls (s:nersted after time X, )
be waiting, the gemerating functio. ‘”Z“‘x‘g"‘ﬁ‘_
is represented by means of the function !(1, 9) (.c.,.(l))
defined and calculated previously.

2 & a2

The generating function g;”Z“ X P of the
pmbabilitie;:‘that, at the instant of production of the n th call,
exactly A=0,/, ', .6 trunks be occupied is also calculated. This
problem can be reduced to the resolution of a system of linear equ-
ations differing from (2) only by their right sides and with f---d;

replaced ty Lm f‘r--d&. -

Nee _in
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CHAPTER III. Problems concerning the distribution of the

Markovian Parameters.llieory of the Phenomenon of Temporary Blocking.
The quantities .Z,, defined in the beginning of Chapter I

can be considered as Markovian parameters" relative to the instant

)(,,L 9 because they characterize exhaustively all that which the
knowledge of events concerning cells generated before the instant X,..
can tell us about phenomena which are posterior to ) F

We have seen previously that 3’:’!.:’1': i,w is the waiting time

T. of the n tn call, and have explained our method how to obtain
the distribution function p.(%) of Tw. More generally we
can study the distributions of the quantities m‘:” Ay
which are the symbolic "waiting times" elapsing between X, and
the instant vhen at least A trunks of the bundle become free of
conversations asked for before time Xa .
By means of our method we reduce the calculation of the generating
functions of the mathematical expectations (m. e.)

E (e 43‘.5-’7:’" 2.5 , i.e) =ty 0)

and

E (e-" m’ j,, A g:‘,"',’,‘;'fﬂ'tmf I;”) (k{’,»o, ”’8)”)

to the problem of resolution of a system of integral equations anal-

ogous to (2), (3).
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In order to obtain the joint distribution of all s quanti-

+
ties min (ij-i (,u”/"'/") , it is necessary to calculate the m. e.
"ll,"',ﬁ’

Efop £ gupun 2] Rgro - Ra00),

We do this by means of a class of three-indices-operators 7;:’

which we have used already to treat other problems of this kind, and

for the particularities of which we refer to a previous paper (Applica-
tion d' operateurs integro- combinatoires dans 1a théorie des intégrales
mltiples de Dirichlet", Ann. Inst. H. Poincard, v. 11, 1949,

P. 113-133). For the calculation of the generating function of the

last mathematical expectation the formalae (1), (2), (3) remain still

va.lidshowever, the right sides of (2) must be replaced by certain

functions of ¢,,°"* 2. . We treat then the particular case
f=1-et y e =M aht) =

in vhich these functions have a particularly simple form.

In the second part of this chapter we generalize the assump-
tions which were made up to now, in order to be able to take into con-
sideration the so called phenomenon of temporary blocking. This pheno-
menon due to technical reasons has the following effect. From the in-
stant vhen the n th call is assigned to a non-occupied trunk, this
one and all other non-occupied trunks are blocked during a certain time §.



We consider the quantities 6,,\, as stochestic verlables, stochasticals
ly independent of all other vaviables 7; ) Y. ) 9, save Iand'a.asmne
that
Prob (Tm < f, em <9) = ‘F(,t}é)’
f( ¢, 6) denoting a giver. distribution function of two variables
vwhich is independent of v . As it the preceding chapters we suppose
that

E(T) =$:°z df(4=) < o0,

By Tm we.designate now the wvaiting time imposed on the n th call
by the sole effect of previous calis (of indices <m ). To Ta
mist be added the blockirg delsy Em , €0 that the 2 th conver-
sation begins at time Xm + T+ Om .

The colculation of the E (e 1™ |4., ) is somevhat more
complicated than under our previcus assumptions. For the generating
function of these mathematical expectations we obtain again an expres-
sion of the form (1), but the finctions V, are now determined by a
system of lipear equations, in the left sidss of vhich thexe appear
simple as well as double definite integrals, vhile the right sides are
eqml to T};— :



Under the mrticu.iu.r ass uApy
which implies that T and B re s
L) =1-"*
of integral cuuaiicns

NZ”O rb”‘ E(e’ﬂ" ‘fav)
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4
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“

o)
Tea

w<ticlties %

ione f(t,a) =U"€:$)%(6)

roechastically independent, and
ed the above mentioned system
artin, V.,(O) , to which

=0
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(in Réduction
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135 - 173 (p. 165).

-z
ecoluzion of The mu rrel emwrtons (2), (3) fer K(B)=1-€)

o £3)={ V)

rol equations (2) can be trans-

formed into runctionnl egquaticns, roroany ﬂlt) and its tranform

Eg(")

Postwonin, Jhe stuly o the ~ase of an arbitrary rational

50(9), we have trested in this cnapter the case of the simplest

I, of

rational E'(S')

manner. Notice nere, the mittine .f'

£r) ={1df) =§: tetit = |

€)=

n—

I=3
(f)=|-e’t » we have

in a more thorough

which signifies that we have

taken the mean holding time os unity of times.
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Now put 5,(5')'—",__'}- in the integral equations (2). By
virtue of the properties of the analytic functions V,(%y'"'y% ;%)
explained in supplement IV the integrands appearing in (2) have then
in the right half plane of the complex variable }‘ a unique pole

J=i andare O(1M™?) for R(¥) >0, I§] — 00

Accordingly the integrals in (2) are equal to the respective residuer
of their integrands at I/ ', 30 that these equations are trans-
formed into

D -0ty Vil my) =y (q—i.tyw"j '[(1-,27»)&1'))‘{,,@»“&5‘)

(wy (-2 "?"""’“2'*'")] = Sw -}—*’7

(r= 0,1, 871),
As has already been mentioned, in the simplest case studied in queue-
ing theory, that is, vhen at the instant X. of generation of the ini-
tial call O" all s trunks are non-occupied so that £, €0, ,%ae ¥0,
equation (1) becomes

z rf‘ E(e"t™I 9.-,0) = V.(o);

mee

therefore, we are principally interested in the comstruction of Ve(y)
sna Vi (0),



To that end we have t0 put in the equation (14) =" = ™ l
(that is, to take all n,, equal to the unique pole of  &,(}) ).
For the s + 1 functions
1) Vily) =K(‘;"‘.’5?) (x=01;,#)
we obtain in this manner from (14) and (3) the s + 1 linear non
homogeneous equations
Ci-y&t-p] Vy(4) -;3—_7;? [(a,-x) eV, (y) -
(16) - &(-a-1) VM(M')] = &, —’—1’;- (Ago’;,...},c-l)’
A
Z () m=o.

Therefore, V,(y) can be expressed as the quotient of two funce
tions of &y, the numerator depending linearily on the s still
unimown quantities V,(A) and the denominator containing the
factor
Qa7 oy —syal-y).
Posing 44 = A 1in (16) ve get for the L.(2) the s -2
homogeneous linear equations
18) [i-q6-x]KR () &Y () =0 (a=t,87),
It is easily seen, as a consequence of Rouchd's theorem,
that for |41 <! the finction (17) has in the right half plane of
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the variable y a unique zero n,="3.(r,) . Since all functions

V‘A (%..., T s "d) , and hence the functions (15), are finite for
R(gN%0, -+ R(p)20 Rly) 2 0 , the aforementioned mumerator
of V;(n’) must also disappear for né:nru,) and this property ylelds
an 8 th linear relation which together with equations (18) permits
us to calculate all s quantities Vo(2) . For Vo(0) we
obtain thus the formmla

o0 | )
a9 S E(EV10) =V =l A ] (ye),
vhere As(y) 15 given by the equation

A, l5) = »,.Z () [ige-2ger- ')Tr'&li)]

- 6.1( -#)
Pu) -,’ E(-R) 4’.84,.(0))].
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From (19) we obtain for the generating function F('ﬁ) of the distribue-

tion functions fm(t) = fm (2 '0) by virtue of equation (k&)

> m —- _!_' -l -’y.lq)t
(21) F(’))=M_Zo l’ fm“) - 1_7 l:l + A, (')) < ]

(1gter, £>0)

One can obtain thus the distribution functions P 1)
by developing the right side in a Taylor series, and in accordance with
the present assumption io, €0, , 2,,S0 one sees that in parti-
cular Q.(1) = | (m=0,1,-,0-1),

In order to find the limit distribution function
(22) f( t) = Lom F,,\/t)

m—sob

we represent f,,\(i:) as a complex integral, i. e.,

Pm(t) = 3'7';: gk Fla) —;k,!;,
vwhere K denotes a little circle the center of which is ',‘ o,
If ‘Fa(t) is such that
(o) = f3aheh) > = [ dh() =1,
there exists a constant t,* >|  such that for la| < Q. the zero
n'.(:,) of the expression (17) is a holomorphic function; the same is

therefore true for ﬂo(q) (equ. (20) and (21) ).
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Therefore, if A. (ra) has no zero on the circumference
II,I =1, vhich is true if the limit (22) exists, we find, extending

K Tbeyond the unit circle, that
] -ﬂ’.“)t
f('t) = l +no (') e

and can moreover establish an asymptotic evaluation for the difference
?(t) - gm(i\ . Now the existence (with a single exception) of
the 1imit (22) has been proven, for arbitrary §,(1) and fi(1)
by J. Kiefer and J. Wolfowitz. But here we need not resort to this
theorem, for we prove that in the present case

fm(ilo) 2 ?n«-l(ilo) ("‘301'12"”),
so that the existence of the limit (22) is evident.

Mso for [THa6(H) € £ 1df(t),
whence g(ﬂ = 0 , it is possible to establish asymptotic formulae
for o (#) .

The end of this chapter contains the constmction, for
E.(§)=T_4,", of the function V,(q,;n) vhich appears in (1),
as well as several applications of the last formulae to the problems
of Chapter II.
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CHAPTER V.  Resolution of the integral equatioms (2), (3)

under different assumptions concerning the I.‘.a.p]ace-_s_ti.eltjgg transforms
€,(8) ana &(3).
The first of the two cases, mentioned in the introduction,
in which the equations (2), (3) can be resolved by means of a finite
number of steps, is outlined under the assumption

Zep=l, atat

m
80 =2 e (1- e %*) ;
ey
that is for

m

ac;
(23) £,(5) = Z. i

Proceeding in the same manner as on the occasion of the de-
duction of equation (14), we can replace then all integrals in (2) by
the sums of the respective residues of their integrands in { =&, ,Qa,
Thus these integral equations are transformed into functional equations,
the method of solution of which is explained in detail for s = 2 and
outlined for arbitrary s . In order to construct V;(")’
for 8 = 2 , it is necessary to calculate a certain determinant Dmlﬁb’))
eivenherefor n=2 and n=3 ) and to determine those (M;')
roots 4y (n) .(f=c,2,~~ ,B42) o tne equation

Da (48) =0,
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which for sufficiently small |:,| are situated in the right Ar-half-
plane.

When the numbers n},(l) are all different, the 1limit distri-
bution function Jim Pm(®) = ¢(#) is of the form

L. X

afe 0 N ,;"_Qr_)
?“-') = -Z‘O(re L (t>0;‘a=2)€‘(o)>16'l°) 12 ay/,
9=

For every s , the V-, (f),,“','b;nj) appearing in (2), (3) are, under
the present assumptions, rational functions of "‘3' and E;(-“ﬁ.
The second case in which the equations (2), (3) can be resol-

ved by means of a finite number of operations, is studied under the as-

sumptions
= ik ” |
E'(g):.-:z a,e (Zo:a‘,cl , 0,.&0,'13)
(24) %0
£(5) =z *‘2 Cu (2 .=, ¢ 4,0,...,4”*0)R(J;,))o,'-;,R(k)’o,
pe bt m31)

The method of resolution of (2), (3) is explained in detail for s = 2
and then outlined for arbitrary s ; in every case the V,\ are ration-
al functions of y. In order to construct V,(»’)

for 8 = 2, it is necessary to calculate those m(m+) zeros q,(r))

of another determinant function D,.\(ﬁn\ (given here for n =1, 2, 3)



which for sufficlently small In‘l are situated in the left y - halfplane.
Pinally we suppose that from the initial instant Xo an enormous
number of calls is generated. Then, »f course, m.f;/m ?m(t) =0 (tzo),
o
but we neverthelnss study this case in order to be able to establish for
?M(t) asymptotic expressions for m —so°.
Cur suppositions can test be rendered by assuming that
(250 f(H=0 (t<o), =1 (£>0) sothet €6)=1
Then the form of the integrol equations (2) as well as the theory of
their resolutior under beth nypotheses for € ) (rb) treated in this chap-
ter is considerubly simpliiied. e rind that. for an &,(f) according
to (23) as well as under the hypotheses (2L}, our integral equations
can be resclved by resolving several systems of linear algebraic equa-
tions, without having to resort to certain solutions of transcendental
equations.
In order not to intermpt tco often the exposition of our
theory, several demonstration: have been placed at the end of this memoir

o)

(supplements S1 - S7).



